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Abstract— Healthcare professionals often apply a one-size-fits-all approach in patient care, potentially 

leading to misdiagnosis, suboptimal treatments, and higher healthcare costs. Machine-learning models 

have garnered attention for their ability to improve diagnostic accuracy, with numerous studies focusing on 

machine learning applications for individual disease predictions, such as Type II diabetes, heart disease, 

kidney disease, and hypertension. However, limited research has tackled the combined prediction of Type I 

diabetes (standard cases), Type II diabetes (gestational diabetes), and cardiovascular disease, 

presenting a significant research gap. 

To address this gap, we introduce a set of benchmark corpora based on authentic patient records, 

targeting specific disease categories. The first contribution is a heart disease corpus containing 606 

instances. The second and third contributions consist of two separate corpora, each with 849 instances: one 
focused on standard diabetes cases and the other on gestational diabetes cases. We evaluated these 

corpora with ten machine-learning algorithms and five deep-learning algorithms, rigorously comparing 

their performance across common metrics, including accuracy, precision, recall, and F1-score. Our 

results revealed high performance across all models, with top F1-scores of 0.785 using Random Forest, 

0.790 with Gradient Boosting, and 0.994 using BiLSTM for the combined disease prediction. These 
findings suggest that the proposed datasets and models provide a robust foundation for accurate and 

scalable high-risk disease prediction, contributing a valuable, multidimensional approach to 

personalized patient care.The novelty of our approach lies in the creation and use of region-specific 
datasets for combined prediction of Type I diabetes, Type II diabetes (gestational), and cardiovascular 

disease, which has been minimally explored in existing research. 

Index Terms—Heart disease prediction Diabetes prediction, Diabetes during Pregnancy, 
Cardiovascular disease, Healthcare management 

 

1 Introduction 

The prevalence of diabetes is on the rise worldwide, 
even in developed nations mainly due to obesity and 
stress related to modern lifestyle. Due to its 
widespread impact, combating diabetes requires a 
collective effort from healthcare providers, patients, 
families, and society. The disease incurs significant 
social, health, and economic costs [1]. The chronic 
condition of diabetes arises when the body is unable 
to either produce sufficient insulin or effectively use 
the insulin produced, leading to high levels of sugar 
in the blood [2, 3]. The root cause of this 
condition, also known as ”x syndrome,” is still not 
completely comprehended by medical professionals. 
Treatment of diabetes has traditionally focused on 
symptom monitoring rather than targeting the 
underlying cause. According to the World Health 
Organization, approximately 5 percent of the world’s 
population is affected by diabetes, and this figure is 
on the rise. In developed countries, diabetes is most 
common among individuals over 65 years old, while 
in developing countries, the highest incidence occurs 
among those aged 45-64 years, with type II diabetes 
becoming more common among people aged 30-40 

years [1]. To leverage the abundance of historical 
data, data mining techniques can be employed to 
detect patterns and trends in diabetes, facilitating 
early detection and prevention. By utilizing data 
mining, healthcare professionals can efficiently 
analyse pre-existing data to identify patterns and 
trends in diabetes. Healthcare providers and public 
health organizations can utilize the system to 
prevent and treat high-risk conditions such as 
diabetes, hypertension, and heart disease [15]. 
Healthcare practitioners to identify high-risk groups 
for chronic diseases and to devise tailored 
treatments to prevent and manage these disorders 
may use the method. The method may be used by 
public health organizations to analyse big datasets 
and identify risk factors for chronic diseases, which 
can aid in the creation of treatments and policies to 
prevent and manage these diseases [16, 17, and 
18]. Cardiovascular illnesses include heart failure, 
coronary artery disease, stroke, and other conditions 
that affect the heart and blood vessels. Numerous 
factors, including high blood pressure, high 
cholesterol, smoking, obesity, diabetes, and a family 
history of the disease, can contribute to 
cardiovascular disease [13]. In other words, diabetes 
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is a chronic illness that impairs the body’s capacity to 
metabolize glucose or blood sugar. Type I diabetes, 
an autoimmune illness commonly identified in 
infancy, and type II diabetes, are linked to lifestyle 
related factors, including physical inactivity, obesity, 
and bad eating practices. Age, family history and 
poor nutrition are also risk factors for diabetes [14]. 

The disease prediction component of the system 
analyses a vast dataset of health and lifestyle 
parameters to estimate an individual’s risk of 
acquiring heart disease andndiabetes using 
machine-learning algorithms. To give risk estimates 
diseases, these algorithms consider characteristics 
such as age, gender, BMI, blood pressure, 
cholesterol levels, smoking history, family medical 
history, and other pertinent data. 
Several studies have investigated the use of machine 
learning for disease prediction type II diabetes 
prediction, Heart disease prediction, kidney disease 
prediction, and hypertension detection. However, for 
the combined prediction of type II (adult diabetes), 
and type III (Diabetes during Pregnancy) along with 
cardiovascular disease, formal study has been 
hardly carried out. 
As a first major contribution, we develop a novel 
benchmark corpus based on real cases of heart 
patient records containing 606 instances. As 
another contribution, we have presented two novel 
benchmark corpora containing 849 instances based on 
real cases of diabetes in normal patients, and 
Diabetes during Pregnancy respectively. As a 
second contribution, all of these corpora were 
evaluated using 10 various machine learning 
algorithms Random Forest (RF), Decision Tree 
(DT), Bernoulli Naive Bayes (BNB), Gaussian 
Naive Bayes (GNB), Gradient Boosting Classifier 
(G-BC), AdaBoost (AB), Multilayer Perceptron (M-
LP), K-Nearest Neighbour (K-NN), Support Vector 
Machine (SVM), and Logistic Regression (LR). As 
another contribution, five different deep learning 
methods including Long Short Term Memory 
(LSTM), Bidirectional Long Short Term Memory 
(BILSTM), Convolution Neural Network (CNN), 
Gated Recurrent Unit (GRU), and Bidirectional 
Gated Recurrent Unit (BIGRU). As final and most 
fruitful contribution, an in-depth, and detailed 
comparison was performed among the applied 
algorithms. These datasets have been evaluated 
using Accuracy, Precision, Recall, and F1-score. 
Overall, the proposed system will provide patients with 
Personalized healthcare management, Disease 
prediction, Diet recommendation, Performance 
evaluation and Feedback mechanism in a cost-effective 
manner. The research paper is organized as follows: 
Section 2 describes the literature review Section 3 
covers the dataset creation methodology. Section 4 
presents the experimental setup. Section 5 
discusses and analyses the results, and Section 6 
concludes the paper. 
 
 
 

2 Literature Review 

In literature, various efforts have been made to 
develop novel approaches and datasets for the task 
of various disease predictions. The following section 
contains the detail of some prominent attempts 
made for various disease prediction tasks. 
Lahla et al. proposed a novel dataset for the 
prediction task of diabetes [4]. The dataset consists 
of 270 records from the Public Health Institute with 
seven different attributes including: 1) Age, 2) 
Body Mass Index, 3) Insulin, 4) Serum Insulin in 
two hours, 5) Glucose: Glucose tolerance test 
values, 6) Skin Thickness, 7) Blood Pressure, and 8) 
Number of pregnancies. The dataset was evaluated 
using machine learning techniques including Na¨ıve 
Bayes, Support Vector Machine, Decision Trees 
(DT), and Artificial Neural Networks (ANN). The 
best performance was obtained with an accuracy of 
79% using DT. 
Singh et al. proposed a study on heart disease 
prediction tasks [5]. The authors applied various 
approaches to a dataset from the UCI repository 
consisting of 304 records with 13 different attributes 
including: 1) Age, 2) Sex, 3) Chest pain, 4) Blood 
Pressure, 5) Fasting blood sugar, 6) Cholesterol, 7) 
Maximum electric cardiograph, 8) Heart rate, 9) 
Exercise angina, 10) Depression, 11) Slope of peak 
exercise segment, 12) Fluoroscopy, and 13) Defect 
type. The dataset was evaluated using machine 
learning methods including Logistic Regression 
(LR), K-Nearest Neighbors (KNN), and Random 
Forest (RF) Classifier. The best performance was 
obtained with an accuracy of 88.5% using KNN. 
Another study [6] predicts chronic kidney disease 
using a dataset from UCI that contains 25 different 
characteristics. The dataset was analyzed using 
machine learning methods proposed by Pal and 
colleagues, including LR, DT, and Support Vector 
Machine (SVM). An accuracy of 97% was the 
best result obtained using DT. 
Lukmanto et al. [7] conducted a study to forecast 
the onset of diabetes mellitus (DM) using 768 
patient data points from the Pima Indian Diabetes 
Dataset. They utilized fuzzy support vector machines 
and feature selection to discover DM. Feature selection 
was used to locate relevant properties in the dataset, 
which was trained using SVM to provide fuzzy rules. 
The results showed an optimistic accuracy of 89 
Mujumdar et al. proposed a novel dataset for diabetes 
prediction [8]. The dataset consists of 800 records 
with nine different input attributes including: 1) Age, 
2) Body Mass Index, 3) Insulin, 4) Glucose, 5) 
Skin Thickness, 6) Blood Pressure, 7) Number of 
pregnancies, 8) Job type, and 9) Office work. 
Machine learning techniques such as DT, 
Gaussian Na¨ıve Bayes (GNB), Linear 
Discriminant Analysis (LDA), SVC, RF, Extra 
Trees, Ada Boost (AB), Multi-layer Perceptron (M-
LP), LR, Gradient Boosting Classifier (G-BC), and 
KNN were used to analyze the dataset. The 
highest result was attained with an accuracy of 
96% using Logistic Regression. 
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The task has been explored in multiple ways, 
including chronic kidney disease [6], diabetic 
mellitus [7], diabetes prediction [8, 4], and heart 
disease [5] with various algorithms including LR, 
KNN, RF, AB, and M-LP. However, the tasks have 
never been explored with a variety of deep 
learning methods. Furthermore, the task has not 
been explored on datasets based on Pakistan’s 
national disease due to unavailability of datasets. 
To fulfill this gap, the study proposes a novel 
benchmark corpus comprising authentic heart 
patient records, totaling 606 instances. 
Additionally, we introduced two new benchmark 
corpora consisting of 849 instances each, derived from 
real cases of diabetes in both normal patients and 
during pregnancy. Another significant contribution 
lies in the evaluation of these corpora using a diverse 
set of machine learning algorithms, including RF, 
DT, BNB, GNB, G-BC, AB, M-LP, K-NN, SVM, 
and LR. Furthermore, we explored five distinct deep 
learning methodologies, namely LSTM, BILSTM, 
CNN, GRU, and BIGRU. Finally, our most 
substantial contribution involves an exhaustive and 
detailed comparative analysis of the performance of 
these applied algorithms. 
 

Table 1 Comparison of Disease Prediction Studies 

 
In contrast to prior studies that primarily focus on 
predicting a single disease, such as diabetes or 
heart disease, this study uniquely combines Type I 
and Type II diabetes—including gestational 
diabetes—with cardiovascular disease prediction in 
a unified framework, addressing a significant gap in 
the literature (Table 1). By leveraging real-world, 
region-specific patient data from Pakistan, the study 
introduces a novel dataset that is tailored to an 
underrepresented population, enhancing its 
relevance and applicability. Notably, three 
benchmark corpora were developed as part of this 
research: one for heart disease cases (606 

instances), another for normal diabetes cases (849 
instances), and a third specifically for diabetes during 
pregnancy (849 instances). Furthermore, the study 
undertakes an extensive evaluation of traditional 
machine learning (ML) and deep learning (DL) 
models, employing a total of ten ML and five DL 
algorithms. This comprehensive approach provides 
nuanced insights into the most effective methods 
for each disease category, offering a valuable 
comparative performance analysis. The study 
achieved an impressive F1-score of 0.994 with 
BiLSTM in combined prediction tasks, highlighting 
the superior predictive power of deep learning 
techniques over previous studies. Together, these 
findings underscore the study’s contributions to the 
field by presenting an innovative, multidimensional 
dataset and a robust algorithmic framework that holds 
promise for more accurate and scalable high-risk 
disease prediction. 
 

 
Figure 1 Diabetes (During Pregnancy) Dataset 

 

3 Dataset Creation Methodology 

This section sheds light that how all proposed 
corpora were created. 

3.1 Diabetes (During Pregnancy) Dataset 
Collection 

In this respect, we gathered information from 
several hospitals in Lahore, Pakistan, on diabetes 
in pregnant women. The information on numerous 
demographic, clinical, and lifestyle aspects was 
gathered in the form of CSV files. Gestational 
diabetes, commonly referred to as diabetes during 
pregnancy, is a disease when a woman experiences 
high blood sugar levels while she is pregnant. After 
birth, the disease often goes away. It commonly 
develops in the second or third trimester. Diabetes in 
pregnant women dataset contains 849 instances 
with 9 attributes, including age, number of times 
pregnant, glucose concentration, blood pressure, 
skin thickness, insulin level, body mass index, 
diabetes pedigree function, and the presence or 
absence of diabetes. 

1. Age: This attribute indicates the age of the 
pregnant mother in years. It has a numerical quality. 
2. Pregnancy frequency: This element indicates 
the pregnant woman’s frequency of pregnancies. It 
has a numerical quality. 
3. Glucose concentration: This factor shows the 
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milligrams per decilitre (mg/dL) glucose level in the 
blood plasma of the expectant mother. It has a 
numerical quality. 
4. Blood pressure: This feature displays the 
pregnant woman’s diastolic blood pressure (in mm 
Hg). It has a numerical quality. 
5. Skin thickness: The thickness of the skin on 
the triceps of a pregnant woman is measured (in 
millimetres). It has a numerical quality. 
6. Insulin level: This factor reveals the amount 
of insulin (measured in ’’ U/ml) in a pregnant 
woman’s blood. It has a numerical quality. 
7. Body mass index (BMI): This measurement 
reveals that the body mass index of expecting 
mother is calculated by dividing her weight in 
kilograms by her height in meters squared. It has a 
numerical quality. 
8. This property is a representation of the diabetes 
pedigree function, which estimates the likelihood of 
diabetes based on family history. 
9. Diabetic status: This trait reveals whether or 
not the expectant mother has diabetes. It is a binary 
attribute, where a value of one indicates the presence 
of diabetes and a value of zero indicates the lack of 
it. 

 

 
Figure 2 Normal Diabetes Dataset 

 

3.2 Normal Diabetes Dataset Collection 

In this dataset, information from several hospitals 
was collected in Lahore, Pakistan, from regular 
diabetics. The information on numerous 
demographic, clinical, and lifestyle aspects was 
gathered in the form of CSV files. The normal 
diabetes dataset contains 849 tuples with 8 
attributes, including age, gender, glucose 
concentration, blood pressure, skin thickness, insulin 
level, body mass index, and the presence or 
absence of diabetes. 

3.3 Heart Disease Dataset Collection 

In this respect, information from several hospitals 
was collected in Lahore, Pakistan, from heart 
patients. The information on numerous demographic, 
clinical, and lifestyle aspects was gathered in the 

form of CSV files. The heart disease dataset has 606 
tuples with 14 attributes in it, including age, sex, the 
type of chest pain, resting blood pressure, 
cholesterol level, fasting blood sugar, 
electrocardiogram results, maximum heart rate 
reached, exercise-induced angina, ST depression 
caused by exercise relative to rest, slope of the peak 
exercise ST segment, number of major vessels 
coloured by fluoroscope, thallium stress test results, 
and absence or presence of heart disease. 

3.3.1 Dataset Standrization 

All of abrove proposed datasets are standardized in 
CSV format and is readily available for research 
purposes. It is licensed under a Creative Commons 
CC-BY-NC-SA license, allowing for free and open 
use while ensuring proper attribution and prohibiting 
commercial use without permission. This corpus can 
be accessed from the available link for the 
reviewers. 

 

 
 
Figure 3 Normal Diabetes Dataset Parameters 

 
Figure 4 Heart Disease Dataset 

 

4 Experimental Setup 

This section presents the experimental setup, 
including applied algorithms, evaluation measures, 
and evaluation methodology for high disease 
prediction tasks including diabetes predictions, and 
heart disease prediction. 

4.1 Evaluation Measures 

The most commonly used evaluation measures 
include: Accuracy, Precision, Recall, and F1 
measures. Accuracy is calculated by dividing the 
number of accurate predictions by the total number 
of predictions, the model produced [9]. The formula 
for Precision is given below. 
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A = (T P + FP )/(T P + FP + FN + T N ) (1) 

Precision (P) can be defined as the proportion of true 
positive predictions from all the positive cases [10]. 

p = T P/(T P + FP ) (2) 

Recall (R) is defined as the proportion of correctly 
identified positive cases [11]. 

R = T P/(T P + FN ) (3) 

F1 measure is the harmonic mean of precision (P) 
and recall (R). F1 measure is commonly used as an 
evaluation measure for cases where datasets are 
unbalanced. It is defined as the harmonic mean of 
two other measures, Precision (P) and Recall (R) 
[12]. 

 
F1 = (2 ∗ P ∗ R)/(P + R) (4) 

4.2 Evaluation Methodology 

For both normal diabetes and diabetes during 
pregnancy, the problem with diabetes prediction was 
handled as a supervised text classification task. Two 
degrees of discrimination were intended by the 
categorization task: (1) diabetes, and (2) non-
diabetes. The challenge of predicting heart disease 
was approached similar to supervised text 
classification assignment. Two degrees of 
discrimination were intended by the categorization 
task: (1) heart patients and (2) non-heart 
patients. RF, DT, BNB, GNB, G-BC, AB, M-LP, 
K-NN, Support Vector Machine, and Logistic 
Regression were among the ten machine-learning 
techniques utilized. we have proposed and developed 
our own CNN based model with 64 filters at 
convolution layer, 3 hidden layer with activation 
function Relu and sigmoid at final layer with pool 
size 2. The network was trained using 100 epochs 
with Adam optimizer using 10-fold cross-validation. 
Experiment 3, 4, 5, and 6 we have proposed and 
devloped LSTM, GRU, BILSTM, BIGRU with same 
hyperparmeters and parameter as CNN. Table 2 shows 
the parameters that was used for Deep Learning 
Methods. 

 
Table 2 Hyperparameter Settings for Deep Learning 

Models 
 

Hyperparameter Value 

Sequence Length 100 
Batch Size 64 
Learning Rate 0.001 
Optimizer Adam 
Epochs 50 
Loss Function Binary Cross-

Entropy 
Activation Function Softmax 
Dropout Rate 0.5 
Hidden Units (RNN 
Layers) 

128 

Kernel Size (CNN) 3x3 
Stride (CNN) 1x1 

 

In order to more accurately gauge the performance of 
machine learning algorithms, K-fold cross-validation 

was brought into action. For each experiment, K was 
set to a standard value of 10. The performance was 
reported using the weighted-average scores of 
Accuracy, Precision, Recall, and F1. 

5 Results and Analysis 

Tables 1, 2, and 3 show the summarized results 
obtained by applying various machinelearning 
algorithms for Normal Diabetes Prediction, Diabetes 
during Pregnancy, and Heart Disease Prediction 
tasks respectively. The weighted-average F1 
scores were presented as a concluding measure for 
all tasks due to imbalanced datasets. The Table 1 
shows, the best result with F1 = 0.785292 using RF 
was obtained for Normal Diabetes Prediction. The 
performance comparison of all applied machine-
learning algorithms for Normal Diabetes Prediction 
is evident from Table 1.   

 
Table 3 Summarized Results of Normal Diabetes Prediction 
 

ML Algorithm F1-Score 

RF 0.785291 

GNB 0.749944 

G-BC 0.774546 

LR 0.752286 

M-LP 0.699831 

DT 0.741640 

K-NN 0.727619 

SVC 0.626379 

AB 0.745630 

BNB 0.519567 

CNN 0.513983 

LSTM 0.526037 

BILSTM 0.533086 

GRU 0.578746 

BIGRU 0.586426 

 

Similarly, Table 2 shows, the best result with F1 = 
0.790618 using G-BC was obtained for Diabetes 
during the Pregnancy Prediction task. The 
performance comparison of all applied machine-
learning algorithms for the Diabetes during 
Pregnancy Prediction task is clear from Table 2.  
Likewise, table 3 shows the best result with F1 = 
0.994 using LSTM was obtained for Heart Disease 
Prediction. The performance comparison of all 
applied 10 

 
Table 4 Summarized Results on Diabetes during 

Pregnancy 
 

ML Algorithm F1-Score 

RF 0.780245 

GNB 0.747802 

G-BC 0.790618 

LR 0.754727 

M-LP 0.694850 

DT 0.734672 

K-NN 0.731603 

SVC 0.608957 

AB 0.750484 

BNB 0.519567 

CNN 0.521882 

LSTM 0.528174 
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BILSTM 0.529484 

GRU 0.580892 

BIGRU 0.595866 

machine-learning algorithms for Heart Disease 
Prediction can is demonstrated in Table 3. 

 
Table 5 Summarized Results of Heart Disease Prediction 

 
ML Algorithm F1-Score 

RF 0.958783 

GNB 0.826155 

G-BC 0.937157 

LR 0.837152 

M-LP 0.821902 

DT 0.945552 

K-NN 0.711843 

SVC 0.696894 

AB 0.866180 

BNB 0.826238 

CNN 0.989846 

LSTM 0.993246 

BILSTM 0.994382 

GRU 0.993246 

BIGRU 0.993246 

 

Among all machine learning algorithms, RF has 
shown outstanding performance for normal diabetes 
prediction, and heart disease prediction. The reason 
for the best performance of RF is due to following 
reasons. 

5.1 RF 

RF is an ensemble learning technique, combines 
multiple decision trees to make predictions. Each 
tree is trained on a different subset of the data, and 
the final prediction is determined by combining the 
individual tree predictions. This ensemble approach 
reduces over-fitting and improves the ability to 
generalize to new data. It also provides a measure of 
feature importance, indicating the relative 
significance of each feature in making accurate 
predictions. This information aids in identifying the 

most relevant features for prediction tasks, leading to 
better feature selection and engineering. By focusing 
on the most informative features, Random Forest 
enhances predictive performance. One of RF’s 
strengths is its capability to capture nonlinear 
relationships between features and the target 
variable. Unlike linear models, Random Forest can 
model complex interactions and nonlinear patterns in 
the data. This flexibility is particularly advantageous 
for diabetes prediction, where the relationship 
between input features like glucose levels, BMI, and 
age, and the presence of diabetes may not follow a 
linear pattern. Random Forest exhibits robustness in 
handling outliers and missing data. The ensemble 
nature of the algorithm diminishes the influence of 
outliers on final predictions. Additionally, Random 
Forest can handle missing data by utilizing surrogate 
splits and imputing missing values based on other 
variables in the data set. This robustness allows for 
good performance even when the data has 
imperfections. To combat variance and over-fitting, 
Random Forest averages predictions from multiple 
trees. Each tree is trained on a different bootstrap 
sample of the data, and during the tree-building 
process, only a random subset of features is 
considered at each split. These randomization 
techniques reduce the correlation between individual 
trees and mitigate the risk of over-fitting. RF is also 
scale-able and efficient, making it suitable for large 
data sets with numerous features. The training 
process can be paralleled since the individual trees 
in the ensemble can be trained independently. This 
scalability and efficiency make Random Forest a 
practical choice for diabetes prediction, heart 
disease and other machine learning tasks, enabling 
faster processing and analysis. Table 2 shows, the 
best result with F1 = 0.790618 using G-BC was 
obtained for Diabetes during the Pregnancy 
Prediction task among all machine learning 
algorithms. The possible reasons for the better 

Figure 5 A performance comparison for Normal Diabetes Prediction tas 
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performance are as follows. 
 
5.2 G-BC 

G-BC combines multiple weak learners, such as 
decision trees, to create a strong predictive model. 
By adding learners sequentially to correct the 
mistakes of previous ones, GBC captures complex 
relationships in the data, enhancing predictive 
accuracy. G-BC utilizes a gradient descent 
optimization algorithm in training. By iteratively 
adjusting the model’s parameters along the steepest 
descent of the gradient, GBC minimizes a loss 
function. This optimization method helps GBC find 
an optimal solution,reducing bias and variance and 
improving predictive accuracy. 
It also effectively captures nonlinear relationships 
between features and the target variable, similar to 
Random Forest. It models complex interactions 
and nonlinearity in the data, which is advantageous 
for diabetes prediction, where the relationships 
between health indicators and diabetes presence 
can be nonlinear. 
G-BC provides a measure of feature importance, 
allowing identification of the most relevant features 
for diabetes prediction. By focusing on these crucial 
features, GBC prioritizes and utilizes the informative 
aspects of the data, leading to improved predictions. 
G-BC incorporates regularization techniques to 
prevent over-fitting and improve generalization 
performance. Methods like shrinkage/learning rate 
and feature subsampling control model complexity. 
These techniques reduce over-fitting and enable 
GBC to generalize well to unseen data, resulting in 
improved performance. 
G-BC effectively handles imbalanced datasets, 
which are common in diabetes prediction and real-
world applications. By assigning appropriate weights 
or using specialized loss functions, GBC gives more 
importance to the minority class (e.g., diabetes-
positive cases). This ensures better predictive 

accuracy for both classes, addressing imbalanced 
data challenges. 
Scalability and Efficiency: GBC is scalable and 
efficient, making it suitable for diabetes prediction 
with large data sets and numerous features. 
Optimized implementations paralleling the training 
process and utilize computational resources 
efficiently. This scalability allows GBC to handle 
complex diabetes prediction tasks effectively. 

5.3 BILSTM 

BiLSTM networks excel in predicting heart disease 
owing to their proficiency across several critical 
domains. 

Primarily, they specialize in capturing prolonged 
dependencies within sequential data, pivotal for 
grasping the intricate interplay between historical 
health indicators and future risk over multiple time 
frames in the progression of heart disease. This 
capability is inherent in their architecture, which 
sustains a memory state over time. Moreover, 
BiLSTM networks process input sequences in 
both forward and backward directions, enabling 
them to assimilate context from past and future data 
points concurrently. This bidirectional approach is 
pivotal for capturing holistic patterns and 
dependencies, thereby enriching our comprehension 
of the evolution of heart disease 

over time. 
Additionally, BiLSTM networks autonomously 
discern relevant features from input sequences 
during training. In the context of heart disease 
prediction, these features might encompass a wide 
array of physiological measurements such as heart 
rate, blood pressure, and cholesterol levels—key 
indicators of cardiovascular health. 
Furthermore, BiLSTM networks demonstrate 
exceptional adaptability in handling input sequences 
of variable lengths, a crucial attribute in 

Figure 6 A performance comparison for Diabetes during Pregnancy Prediction task 
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healthcare data where the frequency and timing of 
health measurements often vary among patients. 
This adaptability empowers the model to 
accommodate diverse data formats and capture 
personalized disease progression patterns. 
Lastly, BiLSTM networks exhibit robust learning 
capabilities even in scenarios with limited data—a 
common challenge in medical research due to the 
scarcity of largescale labeled datasets. Leveraging 
temporal dependencies within the data, BiLSTM 
networks efficiently utilize available information to 
make precise predictions 

5.4 Best Methods 

Our finding concludes that RF and G-BC and 
BILSTM are best suited for the classification tasks 
specially Diabetes Prediction and Heart Diabetes 
Prediction respectively. Figure 5 shows a detailed 
performance comparison for Normal Diabetes 
Prediction among all measures for all applied 
machine-learning algorithms. 
Figure 6 shows a detailed performance comparison 
for Diabetes during the Pregnancy Prediction task 
among all measures for all applied machine-learning 
algorithms. 
Figure 7 shows a detailed performance comparison 
for Heart Disease Prediction among all measures for 
all applied machine-learning algorithms. 

5.5 Findings 

Random Forest (RF) and BiLSTM performed best 
due to their respective strengths in handling 
feature importance and sequential data. 
RF excels in handling diverse feature types and 
automatically identifies feature importance, making it 
highly effective for tasks like normal diabetes and heart 
disease prediction, where numerous variables 

contribute to the outcome. Its ensemble nature 
aggregates the results of multiple decision trees, 
which helps improve stability and robustness 
against overfitting. 
BiLSTM, on the other hand, performs exceptionally 
well with sequential data, as it can capture long-
term dependencies in the input sequences. This is 
particularly valuable for time-series or sequential 
prediction tasks like diabetes during pregnancy, 
where the relationship between past events and 
current outcomes is critical. By processing data in 
both forward and backward directions, BiLSTM 
enhances the model’s ability to learn from past and 
future context, resulting in more accurate 
predictions. 
Therefore, RF’s success in handling feature 
importance and BiLSTM’s ability to process 
sequential data contribute significantly to their top 
performances in the respective tasks. 
 

6 Conclusion 

A uniform approach to patient care, which can lead 
to an incorrect diagnosis, is often applied in 
healthcare, especially in diagnosis/prediction-related 
research, resulting in inadequate treatment and higher 
healthcare expenses. Machine learning methods in 
diabetes research can significantly improve diabetes 
research by effectively predicting diabetes, identifying 
risk factors, and providing personalized treatment. 
The study proposes three novel benchmark corpora 
based on real cases of heart patient records, normal 
diabetes patients, and diabetes during pregnancy, 
respectively. As a major contribution, all of these 
corpora were evaluated using 10 different machine 
learning algorithms, including RF, GNB, G-BC, 
Logistic Regression, M-LP, DT, KNN Classifier, 
SVC, Ada Boost Classifier, and BNB. The study 
provides a detailed and in-depth comparison of 

Figure 7 A performance comparison for Heart Disease Prediction task 
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applied machine learning algorithms for high-risk 
disease prediction, such as Heart Disease 
Prediction, Normal Diabetes Prediction, and 
Diabetes during Pregnancy Prediction tasks. The 
findings from this research have the potential to 
revolutionize healthcare practices by enabling more 
accurate, personalized, and cost-effective disease 
predictions, ultimately improving patient outcomes and 
reducing healthcare costs. 
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